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Multimodal tasks (=Vision and Language Tasks)

• Multimodal Classification

• Image-Text Retrieval

• Visual Grounding

• Image Captioning

• Visual Question Answering and Visual Reasoning

• Text-to-image Generation
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Text-to-Image Generation (GANs)
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Text-to-Image Generation (GANs)

z StyleGANv2

[Papadopoulos CVPR 2022]





StyleGAN + Vision/Text transformers

StyleGAN

Grilled tomatoes and peppers

Similarity

Text 

Transformer

ft

Vision 

Transformer

fv

[Papadopoulos CVPR 2022]



Chocolate chip cookies

Homemade chocolate bars

Mixed green salad

Pizza pepperoni

Vanilla ice cream

Grilled salmon
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Text-to-Image Generation

[Ramesh et al., Zero-Shot Text-to-Image Generation. ICML 2021]

DALL·E: Text-to-image translation at scale
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DALL-E

[Ramesh et al., Zero-Shot Text-to-Image Generation. ICML 2021]
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DALL-E

[Ramesh et al., Zero-Shot Text-to-Image Generation. ICML 2021]
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DALL-E

[Ramesh et al., Zero-Shot Text-to-Image Generation. ICML 2021]



111

DALL-E

[Ramesh et al., Zero-Shot Text-to-Image Generation. ICML 2021]
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DALL-E2

[Ramesh et al., Hierarchical Text-Conditional Image Generation with CLIP Latents, arxiv 2022]

+ CLIP

+ Diffusion models
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Stable Diffusion: Rombach CVPR 2022
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Stable Diffusion
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Diffusion to Latent space

Forward
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Diffusion to Latent space

Reverse

Forward
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(1) Train an AutoEncoder (AE, VAE, VQVAE, VGGAN)
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AutoEncoder (AE, VAE, VQVAE, VGGAN)
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Latent Diffusion

z zT
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Latent Diffusion

z zT
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CG/CFG is cool, but I want freedom
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CG/CFG is cool, but I want freedom

Text prompts to Image Generation
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CG/CFG is cool, but I want freedom

Text prompts to Image Generation

cat in Nyhavn!
Sunny day/ 

Sunset
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CG/CFG is cool, but I want freedom

Text prompts to Image Generation

dog in Norrebro 
streets!

Sunny day/ 
Sunset
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CG/CFG is cool, but I want freedom

Text prompts to Image Generation

Winter! Let it 
snow ☺
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CG/CFG is cool, but I want freedom

Text prompts to Image Generation

A dog on 
Mars!!
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Latent Diffusion

z zT
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Stable Diffusion: Rombach CVPR 2022
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Research work on Multimodal Learning

Cooking Programs
Papadopoulos, Mora, Chepurko, Huang, Ofli, Torralba
CVPR 2022

Precise Image Editing 
Schouten, Kaya, Belongie, Papadopoulos
CVPR-W 2025, SCIA 2025

Test-time Scaling for Image Generation
Riise, Kaya, Papadopoulos
Work-in-progress 2025

Test-time Augmentation for MLLMs
Kaya, Elliott, Papadopoulos
Work-in-progress 2025

,

, ,



Learning Program Representations for 
Food Images and Cooking Recipes 

Dim P. Papadopoulos, Enrique Mora, Nadiia Chepurko, 

Kuan Wei Huang, Ferda Ofli, Antonio Torralba
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Food understanding

New Orleans style Gumbo Instructions
Mix the butter and the flour in 

a large pot and cook for 20 

minutes on medium high heat. 

Stir in the green pepper, onion 

and celery and cook for 5 

minutes. Add garlic and Cajun 

seasoning. Slowly add stock 

and simmer gently  for 30 

minutes. Stir in the sausages. 

Add the shrimp and simmer 

for another 5 minutes. Add 

black pepper and salt to taste. 

Serve!

look & cook

read & cook
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Learning programs from food images and recipes

Linguine with Peppers and Sausages

  

Cook pasta in a large pot of boiling 

salted water until al dente. Saute 

sausages in a heavy skillet over 

medium high heat until light brown, 

breaking up clumps with back of 

spoon.  Add peppers, onion, and 

garlic. Saute until tender.  Add wine 

and simmer until liquid is slightly 

reduced, about 6 minutes. Drain 

pasta, and add to the skillet. Toss to 

combine. Serve.

h1 = Cook(pasta, tool=pot, time=until al dente)

h2 = Saute(sausages, tool=skillet, temp=medium heat,

         time=until light brown, how=breaking clumps)

h3 = Add(h2, peppers, onions, garlic)

h4 = Saute(h3, time=until tender)

h5 = Add(h4, wine)

h6 = Simmer(h5, time=6 minutes)

h7 = Drain(h1)

h8 = Add(h6, h7)

h9 = Toss(h8, why=to combine)

out = Serve(h9)

return out
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Learning programs from food images and recipes

Linguine with Peppers and Sausages

  

Cook pasta in a large pot of boiling 

salted water until al dente. Saute

sausages in a heavy skillet over

medium high heat until light brown,

breaking up clumps with back of 

spoon. Add peppers, onion, and

garlic. Saute until tender. Add wine 

and simmer until liquid is slightly 

reduced, about 6 minutes. Drain

pasta, and add to the skillet. Toss to 

combine. Serve.

h1 = Cook(pasta, tool=pot, time=until al dente)

h2 = Saute(sausages, tool=skillet, temp=medium heat,

         time=until light brown, how=breaking clumps)

h3 = Add(h2, peppers, onions, garlic)

h4 = Saute(h3, time=until tender)

h5 = Add(h4, wine)

h6 = Simmer(h5, time=6 minutes)

h7 = Drain(h1)

h8 = Add(h6, h7)

h9 = Toss(h8, why=to combine)

out = Serve(h9)

return out

Cooking actions      Functions

Ingredients      Input variables

Tools, Time, Temperature      Arguments
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Learning programs from food images and recipes

h1

h2

h3

h4

h5

h6h7

h8 h9

ServeTossAdd

Cook

Drain

Saute

Add

Saute

Add

Simmer

out

Cooking symbolic program and graph

h1 = Cook(pasta, tool=pot, time=until al dente)

h2 = Saute(sausages, tool=skillet, temp=medium heat,

time=until light brown, how=breaking clumps)

h3 = Add(h2, peppers, onions, garlic)

h4 = Saute(h3, time=until tender)

h5 = Add(h4, wine)

h6 = Simmer(h5, time=6 minutes)

h7 = Drain(h1)

h8 = Add(h6, h7)

h9 = Toss(h8, why=to combine)

out = Server(h9)

return out

• (8 ounce) package linguini pasta

• ½ pound sweet Italian sausage

• 2 red bell peppers, chopped

• 1 onion, chopped

• 1 clove garlic, minced

• 1 cup white wine

• ¼ cup grated Parmesan cheese

• Cook pasta in a large pot of boiling salted water until 

al dente.
• While the pasta is cooking, prepare the sauce.

• Sauté sausages in a heavy skillet over medium high 

heat until light brown, breaking up clumps with back 

of spoon. 

• Add peppers, onion, and garlic; saute until tender. 
• Add wine and simmer until liquid is slightly reduced, 

about 6 minutes.

• Drain pasta, and add to the skillet. 

• Toss to combine. 

• Serve.

Pasta

Sausages

Onions

Peppers

Garlic

Wine

Cooking Programs:

✓ non-ambiguous, structured representation

✓ capture cooking semantics

✓ can be easily manipulated by users

✓ can be potentially executed by agents
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Crowdsourcing Cooking Programs

• Recipe1M

• 3,708 programs

• 42,473 sentences
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Learning programs from food images and recipes
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Experiments

• Experiments on Recipe1M [Salvador CVPR17]

• Visual encoder: ViT-B/16 [Dosovitskiy ICLR21]

• Text encoder and Program decoder:  Transformer [Vaswani NeurIPS17]

(1) Image-to-recipe Retrieval Task

Image

(2) Program Generation Task

Input program

Generated image

(3) Food Generation
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(A) Image-to-recipe Retrieval Task

Method medR Recall@1 Recall@5 Recall@10

Salvador CVPR 
17 5.2 24.0 51.0 65.0

Chen ACM MM 
18 4.6 25.6 53.7 66.9

Zhu CVPR 19 2.0 39.1 71.0 81.7

Fu CVPR 20 2.0 48.2 75.8 83.6

Wang CVPR 19 1.0 51.8 80.2 87.5

Fain arXiv 19 1.0 55.9 82.4 88.7

Salvador CVPR 
21 1.0 63.2 88.3 93.1
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(B) Program Generation Task

✓ Much better results (+10-28% F1 score) than the top-retrieved image/recipe

✓ Decoding program is better than decoding the raw instructions (+17-34% F1 score) 



(C) Food Generation

Latent code z

StyleGAN

Generated image Input program: Grilled tomatoes and red peppers

Program Loss

Fv

GP

140
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(C) Food Generation

Prehea
t

Grill Place

Chicke
n

Heat Add

Steak

Cook Remov
e
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(C) Food Generation

Prehea
t

Grill Place
Top Serve

Chicke
n

Heat Add Seaso
n

Cook

Oil Pepper
s

Onion
s

Oregan
o

Garlic

red + greengreen only

Heat

red + greengreen only

Add

Steak

Cook Remov
e

Cut

Combin
eOil

Lemon

Mustar
d

Top

LemonVinegar

Stir Add

Green
s

Toss
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POEM: Precise Object-level Editing

[Marco, Onur and Dimitrios, Submitted 2025]



POEM: Precise Object-level Editing via 
MLLM control 

Marco Schouten, Mehmet Onurcan Kaya, 

Serge Belongie, Dim P. Papadopoulos
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POEM: Precise Object-level Editing via 
MLLM control 

Marco Schouten, Mehmet Onurcan Kaya, 

Serge Belongie, Dim P. Papadopoulos
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Image Editing

Text instruction-based Interaction-based

[Brooks CVPR 2023] [Shin CVPR 2024]



148

“Make the elephant smaller”

[Brooks et al, InstructPix2Pix, CVPR 2023]

Example: instruction-based image editing

“Make the leaves red”

fails at 
controlling 
shape

undesired 
global 
changes
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[Lugmayr et al., RePaint, CVPR 2022]

[Avrahami et al., Blended Diffusion, CVPR 2022]

Example of Interaction-based: Masked-Inpainting
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[Andreas Lugmayr et al., RePaint, CVPR 2022]

Not always good.Nop

Fails if the 
mask is too 
large

Example of Interaction-based: Masked-Inpainting
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