
Contrastive Learning
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Contrastive Learning
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Multimodal SSL
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CLIP

54



CLIP
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CLIP: Zero-shot classification
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Beyond CLIP: ImageBind

57[Girdhar CVPR 2023]



Beyond CLIP: ImageBind
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Embedding arithmetics

[Girdhar CVPR 2023]



MAE: Masked Auto Encoders
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Multimodal MAE

60[Geng et al 2022, Multimodal Masked Autoencoders Learn Transferable Representations]



MultiMAE

61[Bachmann et al ECCV 2022]



MultiMAE

62[Bachmann et al ECCV 2022]
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Multimodal tasks (=Vision and Language Tasks)

• Multimodal Classification

• Image-Text Retrieval

• Visual Grounding

• Visual Question Answering and Visual Reasoning

• Image Captioning

• Text-to-image Generation
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Visual grounding
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Visual grounding

Alignment
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Visual grounding

•Inputs:

• Image: A visual representation of a scene or object.

• Natural language query: A text description or question that refers to a specific part of the 

image.

•Output: Bounding box or segmentation mask: A spatial region within the image that 
corresponds to the object or area described in the query. This is typically represented as 

coordinates or a highlighted region.

•Task: Locating the relevant object or region: The model must correctly identify the part of the 

image that matches the query. This involves understanding both the visual content of the image 

and the linguistic meaning of the query.



OWL-VIT (Vision Transformer for Open-World Localization)

67[Minderer et al, Simple Open-Vocabulary Object Detection with Vision Transformers, ECCV 2022]



Grounding DINO

68[Liu et al, ECCV 2024]



DINO: Self-supervised Vision Transformers

69

[Caron et al, Emerging Properties in Self-Supervised Vision Transformers, ICCV 2021]
[Oquab et al, DINOv2: Learning Robust Visual Features without Supervision, TMLR 2024]



DINO
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[Caron et al, Emerging Properties in Self-Supervised Vision Transformers, ICCV 2021]
[Oquab et al, DINOv2: Learning Robust Visual Features without Supervision, TMLR 2024]



DINO
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[Caron et al, Emerging Properties in Self-Supervised Vision Transformers, ICCV 2021]
[Oquab et al, DINOv2: Learning Robust Visual Features without Supervision, TMLR 2024]



DINO
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[Caron et al, Emerging Properties in Self-Supervised Vision Transformers, ICCV 2021]
[Oquab et al, DINOv2: Learning Robust Visual Features without Supervision, TMLR 2024]



DINO: Results

73

[Caron et al, Emerging Properties in Self-Supervised Vision Transformers, ICCV 2021]
[Oquab et al, DINOv2: Learning Robust Visual Features without Supervision, TMLR 2024]



DETR
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Grounding DINO

75[Liu et al, ECCV 2024]



Grounding DINO

76

[Liu et al, ECCV 2024]
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Multimodal tasks (=Vision and Language Tasks)

• Multimodal Classification

• Image-Text Retrieval

• Visual Grounding

• Image Captioning

• Visual Question Answering and Visual Reasoning

• Text-to-image Generation
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Image captioning

Generation
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Image captioning

• Inputs:

• Image

• Pre-trained image feature extractor (optional): A pre-trained neural network that can 

extract meaningful features from images, such as CNN.

• Outputs: Textual captions: Single Sentence or Paragraph that accurately describe the 
content of the input images, capturing objects, actions, relationships, and overall context. 

• Task: To automatically generate natural language descriptions of images. This involves: 

(1) Understanding the visual content of the image (objects, actions, relationships). (2) 

Encoding this information into a meaningful representation. (3) Decoding this representation 

into a coherent, grammatically correct, and informative sentence or phrase.
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In the past…
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Meshes Memory Transformer

[Cornia CVPR 2020]



BLIP

82[Li et al, BLIP: Bootstrapping Language-Image Pre-training for Unified Vision-Language Understanding and Generation, ICML 2022]



BLIP

83[Li et al, BLIP: Bootstrapping Language-Image Pre-training for Unified Vision-Language Understanding and Generation, ICML 2022]

• Unimodal encoder is trained with an image-text contrastive (ITC) loss to align the vision and language representations
• Image-grounded text encoder uses additional cross-attention layers to model vision-language interactions and is 

trained with an image-text matching (ITM) loss to distinguish between positive and negative image-text pairs.
• Image-grounded text decoder replaces the bi-directional self-attention layers with causal self-attention layers and 

shares the same cross-attention layers and feed forward networks as the encoder. The decoder is trained with a 
language modeling (LM) loss to generate captions given images.



BLIP-2

84[Li et al, BLIP-2, ICML 2023]
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Multimodal tasks (=Vision and Language Tasks)

• Multimodal Classification

• Image-Text Retrieval

• Visual Grounding

• Image Captioning

• Visual Question Answering and Visual Reasoning

• Text-to-image Generation
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VQA and Visual Reasoning

Generation



87

VQA and Visual Reasoning

• Input: An image-question pair

• Output: In multiple-choice setting: A label 

corresponding to the correct answer among pre-

defined choices. In open-ended setting: A free-form 

natural language answer based on the image and 
question.

• Task: Answer questions about images. (Most VQA 

models treat as a classification problem with pre-

defined answers)

• Output: Varies depending on the task:

• VQA: Answers to questions about the image.

• Matching: True/False for whether the text is true 

about the image(s).

• Entailment: Prediction of whether the image 
semantically entails the text.

• Sub-question: Answers to the sub-questions 

related to perception.

• Task: Performs various reasoning tasks on images.
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In the past…
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VILT

[Kim et al, ViLT: Vision-and-Language Transformer Without Convolution or Region Supervision, ICML 2021]



BLIP-2

90[Li et al, BLIP-2, ICML 2023]
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Multimodal tasks (=Vision and Language Tasks)

• Multimodal Classification

• Image-Text Retrieval

• Visual Grounding

• Image Captioning

• Visual Question Answering and Visual Reasoning

• Text-to-image Generation



Pretraining and Downstream

92
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Leveraging LLMs
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LLMs
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LLMs
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Leveraging LLMs
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MLLMs (VLMs)

Survey paper: https://arxiv.org/pdf/2312.17432

https://arxiv.org/pdf/2312.17432
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MLLMs (VLMs)

A typical MLLMs Architecture: 

- Text inputs are tokenized 

- image inputs are processed through a vision encoder 

and projector

- Both modalities are mapped into a shared embedding 

space before being processed by the LLM

- LLM generates output tokens as the final result.



100

LLava
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